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Prediction performance of conventional QSAR models built on small and diverse data sets is 

often very limited. This could be significantly improved using Transduction and Semi-Supervised 

Learning algorithms. The idea is to use at the training stage both compounds with known property 

values, as in conventional QSAR, and target compounds for which the property should be 

assessed[1]. Up to now, only few examples of the use of semi-supervised methods in computational 

chemistry were reported in the literature (e.g., see paper by Kondratovitch et al.[2]).  

In this presentation we discuss the Transductive Ridge Regression method and its 

implementation in the ISIDA software package. Developed tools have been applied to 3 datasets: 

aqueous solubility, proteolytic ionization constants and affinity to A2AR for 1635, 924 and 767 

compounds respectively, using ISIDA fragment descriptors[3] or MOE 2D descriptors[4]. 

The transductive effect (TE) was calculated as a difference between Balanced Accuracy 

parameters obtained with transductive and classical Ridge Regression algorithms. The TE was 

observed in more than 90% of the calculations, mostly in case of small training sets. This confirms 

that transduction algorithms are particularly useful in situations where the data are expensive to 

measure or difficult to collect.  
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