J. Math. Anal. Appl. 552 (2025) 129764

Contents lists available at ScienceDirect

Journal of Mathematical Analysis and Applications

journal homepage: www.elsevier.com/locate/jmaa

Regular Articles

Characterizations of the canonical trace on full matrix algebras

Check for
Updates

Mohammad Sal Moslehian *, Airat M. Bikchentaev

# Department of Pure Mathematics, Center of Ezcellence in Analysis on Algebraic Structures (CEAAS),
Ferdowsi University of Mashhad, P.O. Box 1159, Mashhad 91775, Iran

Y N.I. Lobachevskii Institute of Mathematics and Mechanics, Kazan (Volga Region) Federal University,
Kremlevskaya ul. 18, Kazan, Tatarstan, 420008 Russia

ARTICLE INFO ABSTRACT
Article history: We establish that a positive linear functional on the full matrix algebra M, is a
Received 1 April 2025 positive multiple of the canonical trace if and only if ¢(A) = ¢(]A|) implies that

Available online 4 June 2025

' A is positive semidefinite. Furthermore, we characterize the canonical trace on M,
Submitted by J. Bonet

among all positive linear functionals ¢ on M,, with ¢(I) = n via Yang’s inequality
@(AY2BAY2)1/2 < p(A + B)/2, where A,B € M, are positive semidefinite

Keywords: X

Trace matrices.

Yang’s inequality © 2025 Elsevier Inc. All rights are reserved, including those for text and data
Positive semidefinite mining, Al training, and similar technologies.
Characterization

1. Introduction

Let M, denote the x-algebra of n x n complex matrices equipped with the Léwner order > on Hermitian
matrices, and let M} present the cone of positive semidefinite matrices. The identity operator is denoted
by I, or simply I. A linear functional ¢ on M, is said to be positive if p(A) > 0 for all A € M. It is called
faithful, if (A) = 0 implies that A = 0 for any A € M. It is said to be a state if its operator norm is one.
A positive linear functional ¢ is called tracial if ¢(AB) = @(BA) for all A,B € M,,. If A € M,,, then its
modulus is defined as |A| = v/A*A € M. The canonical trace is denoted by tr. For undefined notations
and terminologies, readers may refer to [2,18] for the matrix theory.

In general, any trace inequality is sharp in the sense that the trace is the only positive linear functional
that meets the inequality. It is well-known that inequalities such as Holder, Cauchy—Schwarz—Buniakowski,
Golden—Thompson, Peierls—Bogoliubov, Araki-Lieb—Thirring, when restricted to projections, characterize
the tracial functionals among all positive functionals ¢ on M,,, see [4,5,7].
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In this paper, we investigate the implication ¢(A) = ¢(|A|) = A > 0 and show that it characterizes the
canonical trace on M,,. In addition, we characterize the canonical trace on M, among all positive linear
functionals ¢ on M, with ¢(I) = n via Yang’s inequality [17]

P(AV2BAY?)2 < o(A+ B)/2,

where A, B € M}'. This inequality provides a solution to the Bellman problem on an arithmetic-geometric
mean type inequality for traces of positive semidefinite matrices. Such arithmetic-geometric mean trace
inequalities are well-known in the literature. For instance, it is proved in [3] that tr(|AB|'/?) < tr(A+ B)/2
for any A, B € M;}. For other characterizations of tracial functionals and trace inequalities, readers may
consult [1,6-8,10,12,16] and the references therein.

2. Characterization of the canonical trace via ¢(A) = p(|A]) == A >0
A matrix A € M, is called dissipative if its imaginary part (A — A*)/2i is positive semidefinite.
Proposition 2.1. Let ¢ be a nonzero positive linear functional on M,,.

(i) If ¢ has the property that “the equality p(A) = w(|A|) for any nonzero dissipative matric A € M,
implies A > 07, then ¢ is faithful.
(ii) If ¢ is faithful and p(A) = ©(|A]) for a nonzero dissipative matriz A € M,,, then A > 0.

Proof. (i) (First proof.) In order to achieve a contradiction, we assume that ¢ is not faithful. Take P as the
support of ¢, so there exists a projection P such that ¢(Q) = 0 for all projections @ € M,, with Q@ < I— P,
and ¢(Q) > 0 for all nonzero projections @ € M,, with @ < P.

We claim that P # I. To prove this claim, we assume that P = I. According to the definition of the
support projection, we have ¢(Q) > 0 for every nonzero projection Q. By combining this with a well-known
result from Choi and Wu [9, Proposition 1.4], which states that every nonzero positive semidefinite matrix is
a convex combination of commuting projections, we conclude that ¢(T") = 0 for some positive semidefinite
matrix T only if T = 0. So, ¢ is faithful, which contradicts our initial assumption.

Now, for the dissipative matrix A = —(I — P), we have ¢(A — |A]) = p(24) = 0, but A is not positive
semidefinite. Thus, ¢ is faithful.

(Second proof.) To achieve a contradiction, we assume that ¢ is not faithful. Then there exists X > 0,
X # 0 such that ¢(X) = 0. Hence, p(—X) = —p(X) = 0 = ¢(] — X|) for the dissipative matrix —X.
However, —X is not positive semidefinite.

(ii) Step 1: Let A = A* and A = A, — A_ be the Jordan decomposition of A. We have

p(Ay —A-) = 9(A) = p(JA]) = p(A4 + A).

Hence, p(—A_) = p(A_), and, therefore, p(A_) = 0. As a result, A_ =0, and so A € A™.
Step 2: Assume that A € M, is dissipative. Let

A=A — Ay +iA;,
where Aj, Ay, A3 € AT. Since ¢(A) = ¢(JA|) > 0, and, in particular, it is a real number, we have p(A3z) = 0.

Since ¢ is faithful, we conclude that A3 = 0. Thus, A = A; — As and by Step 1 Ay = 0. Therefore, A is
positive semidefinite. O
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Remark 2.2. Proposition 2.1 (ii) may not be true if ¢ is not faithful. For example, consider the vector state

7.(X) = (Xe,e) on My(C), where e = (0,1) € C2. Take the dissipative matrix A = [_01 8] Then 7, is

not faithful, 7.(A) = 0 = 7.(]A4|), but A is not positive semidefinite.

Proposition 2.3. Let ¢ be a nonzero positive faithful linear functional on M, and let A € M,, be normal. If
@(A) = ¢(|A]), then A > 0.

Proof. Assume that A # 0. It follows from [18, Theorem 9.1] that A = 27:1 A;jP; for some complex
numbers \; and pairwise orthogonal projections P; with Z?zl P; = I. Hence,

ZAJ«P(P]-) = [p(A)] = »(|A]) = Z (Ajle(P)-

From the equality condition in the triangle inequality and ¢(P;) > 0 for 1 < j < n (see [18, Problem 6 of
Section 5.7]), we deduce that \; = e?|\;| for j, where p(P;) > 0. From 0 < ¢(A) = €' doim1 INle(Py), we
conclude that § = 0. Consequently, A =|A| >0. O

Remark 2.4. We cannot remove the condition of normality in Proposition 2.3. For example, take nonzero

positive faithful linear functional ¢ : My — C defined by ¢([a;]) = a11 + 2a22 and A = [?1 ﬂ Then

|A] = [;l %] and p(A) = 6 = p(]4]), but A is not normal.

However, the implication
e(A) =p(|A]) = A=0

holds for the canonical trace, see [13, Lemma 2.2] for trace-class operators. We now present an alternative
proof of [18, Theorem 9.6].

Theorem 2.5. If tr(JA|) = tr(A4) for a nonzero matriz A € M,,, then A is positive semidefinite.

Proof. Let A = UDV be the singular value decomposition of A with D = diag(oy,...,0.,0,...,0). Put
W :=VU. Then, W is a unitary matrix, and, consequently, its column and row vectors are normalized (i.e.,
have unit norm). We have

Z o; = tr(|A]) = tr(A) = tr(DW) = [ tr(DW)| < Z 0;(D)oj(W) = Z o}, (2.1)

since 0(D) = a; and o; (W) = N\ (W*W)Y/2) = \;(I) = 1 for 1 < j < r. Inequality (2.1) follows from the
well-known von Neumann trace inequality; for further details, see [11] (or [7, Theorem 2.1.25]).
On the other hand, if W = [w;;], then tr(DW) = Y"!_, o;w;;. Therefore, (2.1) yields

T T
E 0 = g O0iWi =
i=1 i=1

”
E O;Wi4
i=1

<D ailwal <Y oWl =D o, (2.2)
i=1 i=1 i=1

where W; denotes the i-th column of W. Since o1, ...,0, are nonzero, |w;;| = 1 for all 1 <4 < r. Conse-
quently, w;; =0 forall 1 <i#j<r.
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From the equality case in the triangle inequality and |Y;_, oywi| = >.i_, o5|wsi|, we deduce that
w;; = alw;;| for some complex number a with || = 1. From (2.2), we conclude that 0 < >°'_, oyw;; =
ad._, oilw;;|. Hence, & > 0, and as a result, w;; > 0 for 1 < i <. This leads us to w; =1 for 1 <i <r.

Let us apply block matrices of appropriate size for D and W (see [14]) to achieve

AU = (UDV)U = U(DW)

D, | O7“><(n—1) I, ‘ Orx(n—l)
e U —_—— —_—— - - - UD7
O(n—r)xr | O(n—r)x(n—r) O(n—T)XT ‘ Wo
where D, = diag(o1,...,0,) is an r X r diagonal matrix and Wy € M,,_,. is a submatrix of W. Therefore,

A =UDU* is positive semidefinite. O
Now, we establish the main result of this section.
Theorem 2.6. Let ¢ be a nonzero positive linear functional on M, such that
0(A) =p(JA]) = A >0 for every nonsingular A € M,,. (2.3)
Then, ¢ = ktr for some k > 0.

Proof. We assume that ¢ is a state on M,,, which is a Hilbert space under the Frobenius inner prod-
uct (A, B) = tr(AB*). By the Riesz representation theorem, ¢(-) takes the form tr(S-) for some positive
semidefinite matrix .S. Next, application of the Schur decomposition of S [18, Theorem 3.3], the tracial
property of the canonical trace, and replacement of ¢ with ¢ o Ady for some unitary matrix U in which
Ady : Ml,, — M, is defined by Ady(X) = UXU*, allows us to state that S = diag(si, s2,...,8,). Let us
show that s; = s5 = --- = s, = 1/n. To prove this, it suffices to check that s; = s3. Therefore, we can
assume without loss of generality that n = 2. Hence, we only need to prove that if S = diag(% + s, % —3)
for some 0 < 5 < %, then s = 0.
To reach a contradiction, assume that s # 0. For real numbers 0 <t <1 and 0 < z < 1/2, set

U_ t V1—t2 oo |t+z 1
V12 -t |’ I T o

and

A—yC— | tHtetvi—t t+ (4 a)VI-—#
N A4 )V1I-22 -t V1-t2—t—tx |’

Then, U is a unitary matrix, C' is positive definite, A is nonsingular as the product of nonsingular matrices,
and A is not positive definite when ¢ # 0, since it is not Hermitian. Moreover,

p(A) =tr(SA) = (%Jrs) (t+tr+V1—12) + (%—s) (V1—t2—t—tx)
= 2st + 2stx + /1 —t2

and

o(|A]) = p(C) = tr(SC) = (% +s> (14z)+ (% —s> (14z)=1+=.
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Therefore,

p(A) = p(|A])
= \V1—-t2=1+2z— 2st — 2stx

= (1 +45% + 85?2 + 4522?)t? — (45 + 8sx + 4sx?)t + 20 + 22 = 0

2s + 4sx + 2512 + /452 + 8s2x + 45222 — 2 — 2z

=ty =
+ 14452 4 8521 + 45222

Thus, for sufficiently small = (for example, if 2% + 2z < s?), we obtain ty € R, t; > 0, and p(4) = ¢(|4]).
However, A is not positive semidefinite. This contradicts (2.3).
Thus, S = %I, and, as a result, ¢ = %tr. O

3. Trace characterization via Yang’s inequality

In order to achieve the main result of this section, we need some lemmas. The first one is known as
Taylor’s formula with Peano’s remainder.

Lemma 3.1. If b € R, then
b 1 2 1 n n
(1+2) :1+bm+§b(b—l)z +...+Eb(b71)-~~(b—n+l)m +o(z") as x — 0.

Lemma 3.2. Let numbers s1,...,8, > 0 be such that 1+ ...+ s, = n and let there exist k,i € {1,...,n}
with sy # s;.

(i) If n =2, then there exists 0 < s <1 such that {s1,s2} = {1 —s,1+ s}.
(i) If n > 3, then there exist m,j € {1,...,n}, m # j such that s, + sj < 2.

Proof. (i). Since 0 < min{si, s2} <1 < max{si,s2} <2, we have s = |s; — s3|/2.

(ii). Let n > 3. Obviously, a := minj<g<y sk < 1. Without loss of generality, we may assume that s; = a.
We show that there exists k € {2,...,n} such that s; + s < 2:

Assume that for every k € {2,...,n} the inequality s; + s; > 2 holds true. Add these inequalities, term
by term, and obtain

(n—1)s1+s24+...+8, >2(n—1).
Since 1 + ...+ s, = n, we have (n — 2)s; > n — 2. Therefore, s; > 1, which leads to a contradiction. O

Theorem 3.3. For a positive linear functional ¢ on M, with o(I) = n, the following conditions are equivalent:

(i) ¢ = tr;
(i) p(AY2BAY2)1/2 < p(A+ B)/2 for all A, B € M.

Proof. (i)=-(ii). This result is known, see [17]. For completeness, we provide the new proof as follows:
By the Cauchy—Schwarz inequality with respect to the Frobenius inner product, we derive that

tr(AY2BAY) = r(AB) < tx(A%)2 r(B%)* < tr(A) ta(B) < (‘tr(—A; = ) ;
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The second inequality follows from the well-known submultiplicativity of the trace and the last inequality
follows from the classical arithmetic-geometric mean inequality.

(if)=(i). The positive linear functional ¢ can be represented as ¢(-) = tr(S, -) for some positive semidef-
inite matrix S,. Choose an orthonormal basis &1,...,§, € C" such that S, has the form

S, = diag(s1,82,...,5n)

with s, >0, k=1,...,n,and s1 +s2+---+ s, = n. Then, p(X) = tr(5,X) for all X € M,,. Assume that
 # tr, then there exists j € {1,...,n} such that s; < 1.

Step 1: Let n = 2. By item (i) of Lemma 3.2, we can assume that

S, = diag(l —s,1+s)

for some 0 < s < 1. Let § € C with 0] =1 and f(t) = vt — t2 for 0 <t < 1. We define the projection R(®9)
in M3 (C) as follows:

R = laft(w if_(ﬂ : (3.1)

Put A := R1/2=51 and B := R(/?+=1) where 0 < ¢ < 1/2. Then,
e(A)=(1/2-e)1=s)+(1/2+¢e)(1+s) =1+ 2es.
Similarly, we have ¢(B) = 1 — 2es. Since
AY2BAY? = ABA = 4f(1/2 — ¢)*A,
we can rewrite inequality (ii) as

2f(1/2 —€)(1 4+ 2e5)/2 < (14 2es +1 — 2es) = 1.

DO | =

Squaring both sides of this inequality gives 4(1/4 — ¢2)(1 + 2es) < 1, which simplifies to
2se — 462 — 8se2 < 0.

Divide both sides of the latter inequality by —2¢, and achieve 4se? + 2 — s > 0. However, this inequality
is false for

V14482 -1

I<e< ———Mm,
4s
when s > 0. Thus, s = 0, and, hence, ¢ = tr.
Step 2: Let n > 3.
1) Assume that the system {si,...,s,} contains at most one 0. Rearrange the elements of the basis
{&,...,&}, if necessary, and consider the inequality
0< 581+ 89 <2 (3.2)

see item (ii) of Lemma 3.2. For 0 < & < 1/2, put



M.S. Moslehian, A.M. Bikchentaev / J. Math. Anal. Appl. 552 (2025) 129764 7

A= diag(R(l/z"'s’l)7 0,...,0) and B:= diag(R(l/z’l), 0,...,0);
~—— N——

n—2 n—2

see (3.1). Then,

81+82

1 1
p(A4) = (2 +€> s1+ <2 5) S9 = S14 52 +e(sy —s2) and ¢(B) = 5

2

Since
RO/2+e1) p(1/2,1) p1/24e,1) _ (} i <1 +€>> R(/2+e1)
2 2 ’
we have AY/2BAY? = ABA = (1/2 + f(1/2 +¢))A. Therefore,

S(AV2BAV2) — (% s (% —|—£>) o(A) = (% +f (% 4 e)) (81 L 52)> o (33)

By the Taylor formula with Peano remainder (see Lemma 3.1), we have:

1 1 21/2 L ovij2 _ 1 2 2 L 2
f<§+8>:<1—6) 25(1—45)/ :5(1—25 +0(5)):§—s +o0(e?) as € — 07.

Now, from (3.3), we obtain

©(AY2BAY?) = Lt + (51— s2)e — ¥82 +o(e?) as e—0".
Squaring both sides of inequality (ii) yields
2 2 2 — o)
il ;SQ (s sa)e— TR0 2y (8 252) + 2 . 2., &1 452) 2

By taking the limit as € — 07 in this inequality, we obtain

81+82< S1+ S2 2’
2 - 2
which contradicts (3.2).

2) Let us assume that the system {s1,...,s,} contains more than one 0. By rearranging the elements of

the basis {&1,...,&n}, if necessary, we may consider the matrix
S, = diag(0, 52,53, ..., 5n),
where 0 < so < n. If s < 2, then the matrices mentioned in Step 1 do the job. Assume that sy > 2. Put

11
11

P’ p
1

] and Bj; =

1 for p > 0.

Then, A; = 2R(/21) and Ai/Q = 21/2R(1/2.1) = 9-1/2 A, Moreover,

A1BiAy (p+1)?

AP BAY? = 5~ g A
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Since p(A1) = ¢(B1) = s2, for matrices

A = diag(A1,0,...,0) and B = diag(B,0,...,0)
~—— ~——

n—2 n—2
we can rewrite inequality (ii) as

p+1 1, 1

2172 sy% < 5(82 + s2),

that is, (p + 1)sé/2 < 21/25,. Dividing both sides of the latter inequality by sé/2 > 0, we obtain p+ 1 <
(2s9)/2. This inequality does not hold for p > (2s9)'/2 —1. O

Remark 3.4. For another proof of (i) = (ii), see [15].
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